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Graph Neural Networks
- GNNs generally adopt a neighborhood aggregation paradigm.
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- Most famous GNNs are trained end-to-end with task-specific labels,
which could be extremely scarce for some graph datasets.
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Self-supervised Learning on Graphs

- Graph Contrastive Learning
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Disentangled Graph Contrastive Learning

- The formation of a graph is typically driven by many latent factors.
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- Existing methods characterize graphs as a perceptual whole.
- The learned representations contain a mixture of entangled factors.
- They may lead to suboptimal performance and harm the explainability.



Model Framework



Experimental Results

- Graph classification performance
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Experimental Results

- Feature correlation analysis



Conclusions

This paper proposes a disentangled graph contrastive learning
method.

This paper proposes a disentangled graph encoder and factor-
wise contrastive learning approach.

Extensive experiments demonstrate the superiority of the method.
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